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a b s t r a c t

Liquid chromatographic–diode array detection data recorded for aqueous mixtures of 11 pesticides show
the combined presence of strongly coeluting peaks, distortions in the time dimension between experi-
mental runs, and the presence of potential interferents not modeled by the calibration phase in certain
test samples. Due to the complexity of these phenomena, data were processed by a second-order mul-
tivariate algorithm based on multivariate curve resolution and alternating least-squares, which allows
esticide analysis
one to successfully model both the spectral and retention time behavior for all sample constituents.
This led to the accurate quantitation of all analytes in a set of validation samples: aldicarb sulfoxide,
oxamyl, aldicarb sulfone, methomyl, 3-hydroxy-carbofuran, aldicarb, propoxur, carbofuran, carbaryl, 1-
naphthol and methiocarb. Limits of detection in the range 0.1–2 �g mL−1 were obtained. Additionally,
the second-order advantage for several analytes was achieved in samples containing several uncalibrated
interferences. The limits of detection for all analytes were decreased by solid phase pre-concentration to

e offi
values compatible to thos

. Introduction

Collection of multi-dimensional chromatographic information,
nd data processing by advanced chemometric algorithms con-
titute a fruitful combination of techniques, recently applied to
iverse research areas, such as analyte quantitation [1–7], sample
lassification [8] and metabolomics studies [9]. Chemometrics is
equired whenever perfect separation of the various sample com-
onents cannot be achieved by the employed chromatographic
ystem, leading to unwanted overlapping peaks in the retention
ime dimension. The situation has been termed the ‘cocktail party
ffect’ [10]. In these cases, selectivity may be mathematically
estored by applying multivariate data analysis [11]. In particular,
he so-called second-order advantage can be achieved, a prop-
rty which is inherent to matrix instrumental data, and implies
hat analytes can be quantitated in samples containing poten-
ial interferences [11]. Examples from the recent literature on
uantitations aided by the second-order advantage are the deter-

ination of pesticides in wine [12] and river and wastewater

amples [13], fluoroquinolone antibiotics in urine [14], and sul-
onates [15] and polycyclic aromatic hydrocarbons in water [7]. In
ll of these cases, signals arising from coeluting analytes or foreign

∗ Corresponding author. Tel.: +54 341 4372704; fax: +54 341 4372704.
E-mail addresses: olivieri@iquir-conicet.gov.ar, aolivier@fbioyf.unr.edu.ar
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cially recommended, i.e., in the order of 5 ng mL−1.
© 2010 Elsevier B.V. All rights reserved.

components were modeled by powerful second-order multivariate
algorithms.

For the convenient processing of second-order data achieving
the second-order advantage, analyst have only certain algorithms
available [1,2,16]. The latter may be classified as (1) alter-
nating least-squares (ALS) models, such as multivariate curve
resolution–alternating least-squares (MCR–ALS) [17] and paral-
lel factor analysis (PARAFAC) [18], some of its variants including
PARAFAC2 [19–21], (2) direct least-squares models, such as bilin-
ear least-squares (BLLS) in its several versions [22–24], (3) latent
structured models, such as unfolded partial least-squares (U-PLS)
[25], where ‘unfolded’ refers to working with previously vector-
ized data matrices [26], and multi-way PLS (N-PLS) [27], both
combined with residual bilinearization (RBL) [28–31], and (4)
eigenvector–eigenvalue models, such as the generalized rank anni-
hilation method (GRAM) [32].

It should be noticed that some of the above chemometric meth-
ods are restricted to work with trilinear data, which basically
require that each chemical component shows a unique profile in
all samples, in both the spectral and temporal dimensions. In liq-
uid chromatographic runs, retention time shifts usually occur from
sample to sample, destroying the data trilinearity. In these cases,

a useful alternative is to analyze the data with more flexible algo-
rithms, which allow a given component to present different time
profiles in different samples, such as PARAFAC2 or MCR–ALS [7].
Latent structured methods such as U-PLS/RBL and N-PLS/RBL are in
principle able to deal with trilinearity losses. However, experience
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ndicates that this success cannot be achieved with a limited num-
er of calibration samples, probably requiring a sufficiently large
nd representative training set of samples [14].

Another option for data processing of chromatographic-spectral
ata is to mathematically restore the lost trilinearity, so that the
nalyte peaks are properly aligned. Several methods are available
o perform such alignment, with two basic philosophies: (1) to
ake advantage of the matrix data structure, such as rank align-

ent [33,34], iterative target transformation factor analysis (ITTFA)
13], and a recently discussed suitably initialized and constrained
ARAFAC alignment [35] and (2) to seek maximum correlation
etween chromatograms, such as in the so-called ChromAlign
lgorithm [36] and also in single and multi-wavelength correla-
ion optimized warping (COW) [37–40]. However, this activity is
ot successful, in principle, in the presence of potential interfer-
nces in unknown samples, with the exception of ITTFA [13] and
ARAFAC alignment [35]. These two latter techniques are able to
ccommodate for coeluting interferents not modeled in the cal-
bration phase; however, they cannot deal with retention time
hifts which are not constant. A general alignment method, which
ould correct both for interferents and varying time shifts has

et to be developed. In the meantime, alternative philosophies
ased on MCR–ALS or PARAFAC2 data processing may be useful for
olving the analytical presently discussed problem. Recent work
rom our laboratory indicated better performance with the former

odel in the case of multi-analyte quantitation in the presence
f uncalibrated interferences, mainly because of the possibility of
uilding a more constrained model in MCR–ALS in comparison with
ARAFAC2 [7].

In the present report, we selected MCR–ALS as the algorithm
f choice for processing data from high performance liquid chro-
atography (HPLC) with diode array detection. We discuss its

ehavior towards the quantitation of the following 11 pesticides in
ater samples: aldicarb sulfoxide (ALDSX), oxamyl (OXA), aldicarb

ulfone (ALDSN), methomyl (MET), 3-hydroxy-carbofuran (3HOC),
ldicarb (ALD), propoxur (PRO), carbofuran (CBF), carbaryl (CBR),
-naphthol (NAP) and methiocarb (MTC). The presence of car-
amates and their degradation products in surface and drinking
aters is potentially harmful for humans due to their proven toxi-

ity. This is the cause of the continued interest in the development
f analytical methods for monitoring this family of compounds.
he above-mentioned pesticides have been determined in valida-
ion samples which do only contain mixtures of the analytes, and
lso in additional test samples, containing potential interferents
ot included in the calibration set. These potential interferents, �-
aphthyl acetic acid (ANA) and 2-methyl-4-chlorophenoxyacetic
MPCA) are a plant growth regulator and a phenoxy herbicide
espectively, which may also be present in water samples because
hey are widely used for agricultural purposes. The interfering test
amples are intended to mimic truly unknown samples composed
f uncalibrated substances, where an unknown background may
ccur. The inclusion of known chemical components in these test
amples had the purpose of checking whether the multivariate
lgorithm was able to successfully retrieve their corresponding
pectral and retention time profiles.

A previous chromatographic analysis of the presently stud-
ed compounds accomplished full resolution using ternary solvent
radient elution, and requiring approximately 35 min [41]. In com-
arison, under the presently discussed isocratic conditions, the
ame compounds in the same type of mixtures eluted in less than
5 min. Thus, a drastic reduction in elution time and consequently
n solvent consumption was achieved when the isocratic mode
as used. However, overlapping of the analyte retention times is

bserved in this case, requiring chemometric techniques such as
CR–ALS to complement bidimensional chromatographic-spectral

ata.
83 (2011) 1173–1180

2. Theory

2.1. MCR–ALS

Multivariate curve-resolution coupled to alternating least-
squares is capable of handling data matrices with varying
component profiles in one of the data dimensions. This makes
it especially suitable for the convenient processing of liquid
chromatographic–diode array detection (LC–DAD) matrix data dis-
cussed in the present paper.

In MCR–ALS, an augmented data matrix is created from a group
of data matrices for several samples. We consider matrices of size
J × K, where J is the number of data points in the spectral dimension
and K the number of data points in the temporal dimension (in the
present case, this is the dimension where profiles may change from
sample to sample). In general, augmentation can be performed in
either direction, depending on the type of experiment being ana-
lyzed. In the present case, however, the mode of augmentation
should be the temporal one. Therefore, the bilinear decomposition
of the augmented matrix is performed according to the expression:

D = CST + E (1)

where the rows of D contain the spectra measured for different
samples at several values of the temporal dimension, the columns
of C contain the profiles of the intervening species in the temporal
dimension, the columns of S their related spectra, and E is a matrix
of residuals not fitted by the model. The sizes of these matrices are
D, JI × K, C, JI × N, S, K × N, E, JI × K (N is the number of responsive
components). As can be seen, D contains data for the I different
samples.

The iterative ALS procedure aims at minimizing the Frobenius
norm of E, and is initialized using an initial estimation of the spec-
tral or concentration profiles for each intervening species. Different
methods are used for this purpose, such as evolving factor analysis
(EFA) [42] if the initial time profiles are sought, or the determina-
tion of the purest variables (PURE) [43–45] when the initial spectra
are required. Known spectra for the contributing components can
also be employed for initialization. If the initial estimations are the
spectral profiles, the unconstrained least-squares solution for the
concentration profiles can be calculated from the expression:

C = D(ST)
+

(2)

where (ST)+ is the pseudoinverse of the spectral matrix ST, which is
equal to [S(STS)−1] when ST is full rank [46]. If the initial estimations
were the concentration profiles, the unconstrained least-squares
solution for the spectra can be calculated from the expression:

ST = C + D (3)

where C+ is the pseudoinverse of C [C+ = (CTC)−1CT], when C is full
rank [46]. Both steps can be implemented in an alternating least-
squares cycle, so that in each iteration new C and ST matrices are
obtained.

During the iterative recalculations of C and ST, a series of con-
straints are applied to improve these solutions, to give them a
physical meaning, and to limit their possible number for the same
data fitting [47]. Iterations continue until an optimal solution is
obtained that fulfils the postulated constraints and the established
convergence criteria. For example, non-negativity constraints are
applied to the concentration profiles, due to the fact that the con-
centrations of the chemical species are always positive values or

zero. Non-negativity constraints are also applied for spectra such as
UV–visible. Unimodality is a constraint which can be applied to pro-
files having a single maximum, as in the case of chromatographic
profiles. In the case of the test samples containing uncali-
brated interferents, a useful additional restriction is to so-called
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orrespondence among species and samples. The latter one pro-
ides information as to the presence or absence of each analyte
n each sample (for example, uncalibrated interferents are present
n the unknown samples, but absent in the calibration samples).
inally, closure constraints may be applied for the fulfilment of
hemical mass balance equations among different chemical species
n equilibrium or in kinetics (not applicable to the presently dis-
ussed data).

After MCR–ALS decomposition of D, concentration information
ontained in C can be used for quantitative predictions, by first
efining the analyte concentration score as the area under the pro-
le for the ith sample:

(i, n) =
iJ∑

j=1+(i−1)J

C(j, n) (4)

here a(i, n) is the score for the component n in the sample i. Cal-
bration samples are always within those employed to build the
ugmented matrix D. Their associated scores can be used to build
pseudo-univariate calibration graph against the nominal analyte

oncentrations. Prediction of analyte concentration in unknowns
hen proceeds by interpolation of the corresponding analyte scores
n the calibration graph.

.2. Software

All calculations were made using MATLAB 7.0 [48]. MCR–ALS
as implemented using the graphical interface provided by Tauler

n his web page http://www.ub.edu/mcr/welcome.html [49]. A
hort MATLAB routine was written to convert scores from Eq. (4)
o predicted concentrations by building the pseudo-univariate cal-
bration curve and interpolation of the test scores. All programs

ere run on an IBM-compatible microcomputer with an Intel core
uo T7100, 1.80 GHz microprocessor and 2.00 Gb of RAM.

. Experimental

.1. Reagents and solutions

All experiments were performed with ALDSX, OXA, ALDSN,
ET, 3HOC, ALD, PRO, CBF, CBR, NAP, MTC, ANA and MPCA pur-

hased from Aldrich Chemical Co. (Milwaukee, Wisconsin, USA)
nd used as received. HPLC-grade acetonitrile and double distilled
ater were employed for analyses. Solvents were filtered through

.47 �m nylon filters.
All solutions were prepared in standard volumetric

asks. Stock standard solutions of ALDSX (2.500 mg mL−1),
XA (1.570 mg mL−1), ALDSN (1.180 mg mL−1), MET

1.100 mg mL−1), 3OHC (0.860 mg mL−1), ALD (1.210 mg mL−1),
RO (1.150 mg mL−1), CBF (0.990 mg mL−1), CBR (1.270 mg mL−1),
AP (1.120 mg mL−1), MTC (0.770 mg mL−1), ANA (0.800 mg mL−1)
nd MPCA (4.000 mg mL−1) were prepared in acetonitrile and
tored at 4 ◦C until used.

.2. Apparatus

Chromatographic runs were performed on an HP 1100 liquid
hromatograph (Agilent Technologies, Waldbronn, Germany) con-
isting of a quaternary pump, a manual injector fitted with a 20 �L

oop and a diode array UV–visible detector set at a wavelength
ange from 190 to 300 nm. A C18 column of 150 mm × 4.6 mm, 5 �m
article size was employed (Agilent Sorbax SB). The data were col-

ected using the software HP ChemStation for LC Rev. A.OS.02 [273]
P 1990–1997.
83 (2011) 1173–1180 1175

3.3. HPLC procedure

The mobile phase used for all chromatographic runs was a 60:40
(v/v) mixture of water and acetonitrile, delivered at a flow rate of
1.0 mL min−1 with a chromatographic system operating under iso-
cratic mode. Each chromatogram was accomplished in ca. 15 min.

3.4. Calibration, validation and test samples

Calibration and validation samples were prepared by measur-
ing appropriate aliquots of the standard solutions, placing them
in 10.00 mL volumetric flasks to obtain the desired concentrations,
and completing to the mark with acetonitrile.

In order to design the calibration set, preliminary experiments
were performed with the pure analytes, showing that the full reten-
tion time range could be divided into three relevant regions: a
heavily overlapped zone where four analytes appear (ALDSX, OXA,
ALDSN, MET and 3OHC), a region of comparatively lower over-
lapping among three analytes (ALD, PRO and CBF), and a region
where the remaining three analytes are fully resolved (CBR, NAP
and MTC). Therefore, a calibration set of twelve samples was pre-
pared for building the multivariate models. Nine of these samples
corresponded to the concentrations provided by a fractional fac-
torial design at three levels for the four analytes appearing in the
first region (i.e., 35–3 = 9 samples): ALDSX, OXA, ALDSN, MET and
3OHC. Each of the nine samples of the latter design was randomly
combined with concentrations for an additional nine-sample set
containing ALD, PRO and CBF from a three-level fractional fac-
torial design (i.e., 33–1 = 9 samples). The remaining 3 samples of
the 12-sample set corresponded to blank solutions for the latter
eight analytes, and contained CBR, NAP and MTC at three equally
spaced concentration levels. For establishing the calibration con-
centration ranges, the linear range for all components was studied
by analyzing six solutions covering the interval 0–20 �g mL−1. It
was found that a suitable calibration concentration range was
0.00–12.00 �g mL−1 for all analytes. Thus, the 11 analytes were
tested by the multivariate model at triplicates of the following 4
concentration levels: 0.00, 3.00, 8.00 and 12.00 �g mL−1.

A validation set of 10 samples was also prepared, containing all
11 analytes in concentrations different than those used for calibra-
tion, and following a random design, i.e., the specific concentrations
were taken as random numbers generated within the calibration
domain.

The potential interferents ANA and MPCA, intended to mimic
the occurrence of truly unknown samples with a complex respon-
sive background, have spectra and chromatographic bands which
significantly overlap with some of the studied analytes. There-
fore, with the purpose of evaluating the proposed strategy in the
presence of these 2 interferences, 9 additional test samples were
prepared, containing random concentrations of the 11 studied
analytes and either one or both interferences, at concentrations
of 10.00 �g mL−1. This test set of samples served to explore the
achievement of the second-order advantage by the second-order
multivariate procedure.

Finally, four real water samples were spiked with some
of the analytes at random concentrations, and were subjected
to pre-concentration and chromatographic analysis followed by
chemometric resolution, in order to test the analytical performance
of the presently described methodology in a practical situation.

3.5. Solid phase extraction procedure
Cartridges containing 1 g of a silica gel-C18 solid phase were
used to pre-concentrate all analytes from a given sample. The
cartridges were conditioned with 2 mL of acetonitrile and 2 mL
of doubly distilled water before use. The corresponding volume
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Fig. 2. Results for the analysis of the calibration set of samples. (A) Contour plot
around the first cluster peak (region I) containing the analytes ALDSX, OXA, ALDSN,
MET and 3OHC for a typical calibration sample. (B) MCR–ALS resolved elution pro-
files for the same sample, with all analytes indicated. (C) Spectral profiles retrieved
by MCR–ALS analysis, which are common to all samples (analyte colors are as in plot
B). Superimposed to these profiles are the spectra of pure standards, using symbols
ig. 1. Liquid chromatograms with diode array detection for the set of validation
amples, which contain random concentrations of the 10 studied analytes. Selected
pectral traces are superimposed in each chromatographic run. Warping is apparent
n the least retained peaks (i.e., retention time from 4.5 to 13 min).

f sample (100 mL) was transferred into a solid phase extraction
SPE) cartridge at a flow rate of 5–7 mL min−1. Cartridges with the
bsorbed compound were washed with 2 mL distilled water. The
ompounds were then eluted with 3 mL of acetonitrile under low
acuum using a water pump. The resulting solution was evapo-
ated to dryness in vacuum, the evaporated residue was dissolved
n 1 mL of acetonitrile, and finally 20 �L of the resulting solution

ere injected into the chromatograph for analysis. In this way, a
oncentration factor of 1:100 was achieved.

. Results and discussion

.1. Analysis of the calibration set

Using pure analyte standards, a chromatographic method allow-
ng their partial separation was rationally developed, making
roper selection of the range of detected wavelengths and the
omposition of the mobile phase, in order to obtain an overall
hromatographic time of less than 15 min. Under these conditions,
hen calibration samples were eluted, two clusters of coeluting
eaks and several individual, fully resolved peaks appeared in all
hromatographic runs (Fig. 1).

Notice in Fig. 1 the warping effect suffered by the chro-
atograms: the analyte retention times not only shift from run

o run, but the magnitude of the shift increases with increasing
etention times. This warping effect, combined with the presence
f potential interferents in some of the analyzed samples, makes
t impossible to align the chromatograms in the time dimension,
n order to restore the trilinearity required by most second-order

ultivariate algorithms. This is the main reason for employing
he MCR–ALS algorithm for data processing. Specifically, the lat-
er algorithm was used to process LC–DAD sub-matrices taken at
pecific retention time ranges. For reasons to be explained below,
ach chromatographic data matrix was divided in the following
ime regions: region I (0.6–3.1 min), region II (3.1–4.4 min), region
II (4.2–8.3 min), and region IV (11.0–13.0 min) respectively. The
pectral absorption range was 190–300 nm for all analytes (Fig. 1).

For each time region, MCR–ALS was first applied to augmented
atrices in the time direction, corresponding to the simultane-
us analysis of LC–DAD data matrices for the calibration set of
amples. In this analysis, initialization of the multivariate algo-
ithm was performed using either previously known pure species
pectra from individual analysis of standards, or spectral estimates
btained from the PURE algorithm. Both of the latter alternatives
with the corresponding analyte colors. The vertical scale in plots (B) and (C) is in
arbitrary units.

rendered equally acceptable results. Non-negativity and unimodal-
ity were applied during the ALS optimization phase. The resolution
of calibration samples provided the characteristic chromatographic
profiles and pure spectra for the different analytes. The resolved
spectral profiles after MCR–ALS optimization were stored for future
use as initial spectral profiles for the analysis of both the validation
and test set of samples. After MCR–ALS resolution of the augmented
calibration matrix, a pseudo-univariate calibration was carried out
for each compound, linearly regressing the scores from Eq. (4) vs.
the corresponding nominal concentrations. This was done in order
to estimate the corresponding figures of merit, as reported, for
example, in Ref. [50].

Five different independent contributions were resolved by
MCR–ALS in the first peak cluster corresponding to region I (Fig. 2A).
For a typical sample, the five MCR–ALS resolved elution profiles
and shown in Fig. 2B, and the spectra (common to alls samples)
in Fig. 2C. These five contributions were identified as the analytes
ALDSX, OXA, ALDSN, MET and 3OHC, in the latter case by compari-
son of the MCR-obtained spectra with the actual spectra of the pure
compounds (also shown in Fig. 2C using symbols with the same
analyte colors). Coelutions shown in Fig. 2A are untreatable by tra-
ditional chromatography. However, mathematical resolution using
MCR–ALS was still possible by processing second-order LC–DAD

data.

Region II contained a fully resolved peak at 3.8 min belonging to
ALD. Therefore, the analysis of ALD was done by applying MCR–ALS
to the sub-matrix containing its isolated peak. Although this could
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Fig. 3. Results for the analysis of the calibration set of samples. (A) Contour plot
around the second cluster peak (region III) containing the analytes ALD, PRO, CBF and
CBR for a typical calibration sample. (B) MCR–ALS resolved elution profiles for the
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Table 1
Summary of the results from the pseudo-univariate calibration curves for all
analytes.a.

Analyte Slope (SD)b Intercept (SD)b R2 sy/x SEN LOD

ALDSX 0.075 (0.007) 0.09 (0.05) 0.9555 0.08 0.08 2.3
OXA 0.32 (0.01) 0.02 (0.10) 0.9912 0.16 0.32 0.1
ALDSN 0.27 (0.01) 0.29 (0.08) 0.9914 0.14 0.27 1.1
MET 0.46 (0.02) −0.2 (0.2) 0.9845 0.31 0.46 0.2
3HOC 0.36 (0.01) 0.06 (0.09) 0.9924 0.16 0.37 0.1
ALD 0.125 (0.005) 0.18 (0.04) 0.9869 0.07 0.13 0.2
PRO 0.39 (0.01) 0.20 (0.08) 0.9944 0.15 0.38 0.3
CBF 0.338 (0.008) 0.06 (0.07) 0.9962 0.11 0.34 0.1
CBR 0.624 (0.009) 0.02 (0.05) 0.9987 0.11 0.62 0.1
NAP 1.53 (0.03) −0.03 (0.11) 0.9988 0.20 0.65 0.2

The statistical results when MCR–ALS was applied in this man-
ame sample, with all analytes indicated. (C) Spectral profiles retrieved by MCR–ALS
nalysis, which are common to all samples (analyte colors are as in plot B). The
ertical scale in plots (B) and (C) is in arbitrary units.

lso be done using a univariate strategy, we preferred to determine
his analyte using MCR–ALS for consistency.

Region III corresponds to the partially overlapped peaks for PRO
nd CBF, and also to the isolated peaks for CRB and NAP (Fig. 3A). In
he analysis of this region, the contribution from CBF was especially
ifficult to distinguish from PRO because their absorption spectra
re very similar. It should also be noticed that CRB and NAP had to be
nalyzed together with PRO and CBF. The chromatographic peaks
or CRB and NAP are fully resolved in individual chromatograms,
ut they are partially superimposed with those of PRO and CBF

n different chromatograms, due to retention time shifts occurring
etween different runs (Fig. 1). Once the sub-matrix for region III
as resolved by MCR–ALS analysis, time profiles were retrieved

see Fig. 3B for a typical sample) and individual analyte contribu-
ions were identified by comparation of the MCR-obtained spectral
rofiles with those for the pure compounds (Fig. 3C).

Finally, in region IV, the analyte MET did not coelute with any
ther analyte, and was analyzed as ALD above.

Table 1 shows a summary of the results for all the analyte cali-
ration curves. Good linear relationships between MCR–ALS scores

nd nominal concentrations were found in all cases. The limits
f detection (LOD) were computed as three times the standard
eviation for the predicted concentration of the triplicate blank
amples with each pseudo-univariate calibration curve. They are
MTC 1.249 (0.008) 0.05 (0.05) 0.9985 0.11 0.64 0.1

a R2, squared correlation coefficient; sy/x , standard deviation of regression resid-
uals; SEN, sensitivity in AU mL �g−1; LOD, limit of detection in �g mL−1.

b Standard deviation in parenthesis.

in the order of 0.1–0.3 �g mL−1 for most analytes, and 1–2 �g mL−1

for ALDSX and ALDSN, meaning that pre-concentration by a fac-
tor of 1:100 is required to attain the officially recommended LOD
values for the most demanding analyte (PRO).

4.2. Solid phase pre-concentration

Official regulating agencies recommend limits of detection
for the presently studied pesticides which are in the range
3–700 ng mL−1 for drinking waters [51,52]. The extreme values cor-
respond to PRO (lower limit) and CBR (higher limit). With the aim of
reaching limits of detection (LOD) similar to those recommended by
regulating agencies, a solid phase extraction procedure was devel-
oped for the present analytes (see Section 3.5). The purpose of this
procedure was to achieve an LOD value for all analytes around
the lowest of the officially recommended values, i.e., ca. 3 ng mL−1.
Since the analysis of the figures of merit discussed above for the
calibration pseudo-univariate regressions indicated LOD values in
the range 0.1–0.3 �g mL−1, the required degree of concentration
was 1:100 for the worst possible scenario (analyte PRO). This con-
centration factor was obtained with the procedure discussed in
Section 3.5. The study of individual analytes at a concentration level
of 8.00 �g mL−1 showed recoveries in the range 87–113%.

4.3. Analysis of the validation set

As indicated above, data matrices were analyzed by creating
augmented matrices with sub-matrices corresponding to specific
time windows (regions I, II, III and IV). For quantitating the analytes
in the validation set of samples, each validation chromatographic
LC–DAD data matrix was divided into the selected four time
regions. For each time region and for each validation sample, a time-
dimension augmented matrix was created. Each augmented matrix
contained, adjacent to each other, the sub-matrices correspond-
ing to the calibration samples and to a given validation sample. As
before, non-negativity and unimodality constraints were applied
during ALS optimization. The MCR–ALS algorithm was initialized
using the finally retrieved spectral profiles from the analysis of the
calibration set (see previous section). The process was repeated for
all validation samples and for all time regions.

After optimization with the multivariate algorithm, the scores
corresponding to each analyte in each validation sample were
isolated, and prediction proceeded by interpolation into the
pseudo-univariate score-concentration calibration plot.
ner are shown in Table 2. As can be observed, the predictions for
the eleven analytes are in good agreement with the corresponding
nominal values. The relative errors of prediction (REP), computed
with respect to the mean calibration concentration of each analyte,
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Table 2
MCR–ALS statistical results for the prediction of the studied analytes in the valida-
tion set of samples.

Analyte Recoverya (SD) (%) RMSEb (�g mL−1) REPb (%)

ALDSX 100 (17) 1.10 16
OXA 98 (8) 0.67 11
ALDSN 101 (15) 1.00 19
MET 100 (8) 1.12 21
3HOC 101 (5) 0.30 4.4
ALD 100 (11) 1.23 15
PRO 98 (9) 0.63 9.7
CBF 97 (7) 0.38 7.6
CBR 98 (7) 0.53 7.4
NAP 100 (4) 0.26 4.3
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Fig. 4. Results for the analysis of a test sample containing potential interferents. (A)
Contour plot around region I containing the analytes ALDSX, OXA, ALDSN, MET and
3OHC and the interferents in a typical test sample. (B) MCR–ALS resolved elution
MTC 98 (5) 0.40 5.9

a Mean recovery for the 10-sample set (standard deviation in parenthesis).
b RMSE, root mean square error; REP, relative error of prediction.

re also quoted in Table 2. In view of the complexity of the stud-
ed samples, they are reasonable for all analytes, with the largest
rrors estimated for ALDSX and ALDSN, which showed the worst
OD values (see above), probably due to lower intrinsic sensitivity
nd/or heavy profile overlap for these two analytes. Further insight
nto the accuracy of the proposed method can be gathered from
he consideration of the elliptical joint confidence region (EJCR) for
he slope and intercept of the regression of found vs. nominal con-
entrations [53]. The conclusion was that all the analyte ellipses (at
5% confidence level) included the theoretically expected point of
nit slope and zero intercept, indicating analytical accuracy.

.4. Analysis of the test set with interferents

The validated LC–DAD/MCR–ALS method was used for the
imultaneous determination of some of the studied analytes in the
resence of two pesticides (MPCA and ANA) as potential interfer-
nts. This final study was carried out in order to test the ability of
he methodology in exploiting the second-order advantage which
s inherent to second-order data. The samples of the test set con-
ain the sum of the contribution of two foreign constituents, i.e.,
ubstances not modelled in the calibration set, and intend to check
he algorithm performance towards a sample with an unknown
ackground. The fact that we know the chemical identity of these

nterferents is a further proof of the modelling power of MCR–ALS,
ecause the finally retrieved spectral and retention time profiles
or the interferents can be compared with those known for the pure
nterferents.

The interferents MPCA and ANA were selected because they
oelute with analytes of regions I and II, and display a high degree of
pectral overlapping (Figs. 4B, C and 5B, C). Nine samples containing
0.0 �g mL−1 of either MPCA, ANA or both of them simultane-
usly, and random concentrations of all analytes, were analyzed
y LC–DAD/MCR–ALS. Data processing was then carried out in the
elevant regions I and II in the same way as explained above for
he validation samples, in terms of augmented matrix building and
onstraints imposed during the ALS algorithmic phase. The corre-
pondence constraint could also be applied in this case, although
he results were identical to those obtained without this restriction.
egarding the initial spectra for the interferents, it should be noted
hat in a general case they are not known a priori. Therefore, for each
f the test samples, analysis using the PURE methodology was per-
ormed, rendering approximations to all pure spectra. Those which
iffer from the known analyte profiles were then joined with the

nes previously employed for the analytes in the validation samples
n order to set initial estimations to the spectra.

In region I, seven independent contributions were resolved by
CR–ALS. In Fig. 4B, the retrieved elution profiles of these seven

pecies are shown for one of the investigated test samples. Five of
profiles for the same sample, with analytes and interferents indicated. (C) Spectral
profiles retrieved by MCR–ALS analysis (analyte colors are as in plot B). The vertical
scale in plots (B) and (C) is in arbitrary units.

them were identified as the analytes ALDSX, OXA, ALDSN, MET and
3OHC (see spectra in Fig. 4C). Their spectra match those known for
the pure analytes and also those retrieved for the validation sam-
ples, except for the case of ALDSN, due to extensive spectral overlap
in these complex samples. Additional contributions were assigned
to the interferent MPCA, causing the presence of two peaks (MPCA1
and MPCA2, one of them is presumably a degradation product of
the interferent MPCA). This shows the power of the MCR–ALS algo-
rithm in resolving the individual contributions of the analytes and
inteferents, achieving the second-order advantage for quantitative
purposes. Additionally, the algorithm may help in the identifica-
tion of coeluting components, by isolating their spectral and time
profiles to be compared with those of potential interferents (Fig. 4B
and C).

On the other hand, in region II the ALD peak eluted at ca. 3.8 min,
together with an additional peak corresponding to the interferent
ANA (Fig. 5A). Thus, ALD was determined by MCR–ALS analysis with
the aim of resolving these two components. The result from the
MCR–ALS resolution of the augmented matrix (Fig. 5B and C) shows
that the peaks were overlapped in both the spectral and retention

time dimension.

Table 3 collects the figures of merit for the quantitation in the
test set of samples. It is interesting to note that the presence of
interferences does not significantly modify the recovery for OXA,
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Fig. 5. Results for the analysis of a test sample containing potential interferents. (A)
Contour plot around region II containing the analyte ALD and the interferent ANA
i
w
a
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c
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n a typical test sample. (B) MCR–ALS resolved elution profiles for the same sample,
ith analytes and interferents indicated. (C) Spectral profiles retrieved by MCR–ALS

nalysis (analyte colors are as in plot B). The vertical scale in plots (B) and (C) is in
rbitrary units.

ET, 3HOC and ALD, which are all reasonable for samples of the
omplexity of those presently analyzed. The results for ALDSX are

omparably more dispersed, causing unsatisfactory REP values and
JCR accuracy results. Finally, poor analytical results were retrieved
or ALDSN, possibly due to the large overlapping occurring in both
he spectral and retention time dimensions among ALDSN and the
air MPCA1/MPCA2, and to the comparatively larger absorbance of

able 3
CR–ALS statistical results for the prediction of selected analytes in the test set of

amples containing uncalibrated interferents, and in the set of spiked real water
amples.

Analyte Recoverya (SD) (%) RMSEb (�g mL−1) REPb (%)

Test set containing interferents
ALDSX 96 (33) 2.36 32
OXA 110 (23) 1.72 21
MET 111 (19) 1.95 24
3HOC 104 (19) 1.21 16
ALD 89 (8) 0.94 13

Spiked real water samples
ALDSX 138
ALDSN 109
OXA 80
MET 99
3HOC 97
ALD 91

a Mean recovery for the nine-sample set (standard deviation in parenthesis).
b RMSE, root mean square error; REP, relative error of prediction.
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the interferents with respect to the analyte in question. The poor
results for ALDSN could also be attributed, in principle, to significant
time shifts occurring in the chromatographic maxima for ALDSN
when comparing calibration and test samples (see Figs. 2B and 4B),
However, this should not constitute a serious problem for the
MCR–ALS resolution phase, since this algorithm is able to take into
account such temporal shifts within chromatographic runs.

4.5. Analysis of spiked real water samples

Four real water samples taken from a local river were spiked
with the most challenging analytes ALDSX, ALDSN, OXA, MET, 3OHC
and ALD, and were subjected to the analytical protocol discussed
above. The recovery results are collected in Table 3; they are sat-
isfactory in view of the sample composition. Although the analysis
of these samples revealed no significant interference from foreign
species, the success in processing the synthetic test set having
potential interferences provides confidence in that the presently
proposed method will be useful in the presence of natural samples
carrying a more complex background.

5. Conclusions

Complex samples have been analyzed by LC–DAD data which
include strongly coeluting analytes, warping of chromatograms in
the temporal dimension and presence of uncalibrated interferents.
The flexibility of the applied multivariate model (MCR–ALS) allows
one to reasonably predict the concentrations of eleven analytes in a
set of validation samples. More importantly, in the most challeng-
ing analytical scenario, i.e., interfering test samples, five analytes
were quantitated within a coeluting cluster of six analyte peaks
and three unwanted signals, achieving the second-order advantage
which is inherent to second-order LC–DAD information.
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